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#### Abstract

The most common velocity measurement techniques, based on image analysis (PIV), determine the velocity by correlation of a portion of the digitised images and give an Eulerian description of the investigated field. Particle Tracking Velocimetry (PTV), based on the recognition of trajectories of seeding particles, only furnishes an Eulerian description provided that the trajectories are shorter than the characteristics scale of the phenomenon. If particles are tracked for a longer time, a Lagrangian description is obtained. Consequently, in order to successfully evaluate Lagrangian statistics, a long series of single-exposed images has to be acquired. PTV has been utilised in order to analyse different laboratory simulations of flow fields which assume a particular importance in environment applications such as in the flow in a porous media and in the convective atmospheric boundary layer.
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## 1. Introduction

Velocimetry measurement techniques based on image analysis strongly depend on the level of seeding of the working fluid. This level can be defined by comparing the mean particle distance with the particle displacement between two successive acquisitions; that is with the smallest spatial scale of the velocity field structure which can be observed (Cenedese and Querzoli, 1997). If the mean distance is smaller than this scale (high seeding levels), images are analysed by means of the (auto or cross) correlation function, and this particular technique is called Particle Image Velocimetry (PIV) (Adrian, 1991; Lorenço, 1996; Keane and Adrian, 1992; Raffel and Kompenhans, 1996). If the mean distance between particles is of the same order or larger than this scale, the statistical analysis over uniform regions is not reliable. In this case, velocity is obtained from the identification of the trajectory of each particle, and this technique is called Particle Tracking Velocimetry (PTV) (Querzoli, 1996; Virant and Dracos, 1996; Nadeem and Dracos 1993).

In PIV, the investigation field is divided into small regions that are individually analysed, and one velocity value per region is obtained. This value is representative of the velocity of all the particles found on the analysed area. This means that PIV results in a succession of velocity values at fixed locations (i.e., in an Eulerian description of the velocity field).

Conversely, PTV gives velocity samples along the particle trajectories, that is in a Lagrangian frame of reference. If the length of the trajectories is small compared to the characteristic scale of the fluid motion, the information is "locally Lagrangian." It differs from that obtained from PIV only because the velocity is measured at random locations instead of over a regular grid (one sample per tracked particle is measured rather than averaging over an interrogation area). From the random distribution of samples, the velocity field over a spatial grid can be evaluated by interpolation.

Nevertheless, there are some phenomena that are naturally described in a Lagrangian frame of reference. For example, in studying pollutant dispersion, the dispersion coefficient can be computed according to the Taylor theory from particle displacements statistics (Monin and Yaglom, 1971). For the full Lagrangian description, particles have to be tracked for a period of several time scales of the phenomenon. This is possible only if a long series of single-exposed images is
acquired so that the number of particle images to be taken into account, for the trajectory recognition at each time, does not depend on the total length of the acquisition. It may be noticed that from a Lagrangian data set, both Lagrangian and Eulerian statistics can be evaluated. While the calculation of Lagrangian statistics from an Eulerian data set is much more complicated since it involves the integration in time of the instantaneous Eulerian velocity field.

## 2. Lagrangian Statistics

In PTV, seeding particles are followed during their motion within the measuring volume by evaluating the velocity from the displacement of each particle from one image to the next. The velocity samples are associated to fluid particle rather than merely to a location (i.e., in a Lagrangian reference frame). In general, 3-D PTV measurements are possible (Nadeem and Dracos, 1993; Virant and Dracos, 1996). Nevertheless, in the present experiment only two components of particle location and velocity are determined. This means that only the statistics involving the two measured components are evaluated.

Let $T$ be the total acquisition time and $\Delta t$ the time interval between subsequent images. The position of a particle is known at a discrete series of times $t=j \cdot \Delta t, j=1, \ldots, N$, where $N=T / \Delta t$. Each successful tracking of a particle gives a trajectory described by the vector (Monin and Yaglom, 1971)

$$
\begin{equation*}
\boldsymbol{X}=\boldsymbol{X}(m, j) \tag{1}
\end{equation*}
$$

that indicates the position as a function of the particle, $m$, and of discrete time, $j$. To identify the particles, a progressive numeration is used instead of the initial position of the particle because not all particles are present at the initial time. Since the particles can leave or enter the measuring volume during the acquisition, the trajectory is known only between its initial time, $j o_{m}$, and its final time $j f_{m}$. The velocity field is expressed as a discrete function of the trajectory (1):

$$
\begin{equation*}
\boldsymbol{U}(m, j)=\left.\frac{\partial \boldsymbol{X}(m, t)}{\partial t}\right|_{m}=\frac{\boldsymbol{X}(m, j+1)-\boldsymbol{X}(m, j-1)}{2 \Delta t} \tag{2}
\end{equation*}
$$

In an Eulerian framework, provided that the phenomenon is steady and ergodic, the statistics can be computed from the Lagrangian data by averaging samples of all the trajectories that reach given locations. For example, the mean velocity and the variance on a spatial grid is given, respectively, by:

$$
\begin{equation*}
\langle u(i)\rangle=\frac{\sum_{m} \sum_{j} U(m, j) f[\boldsymbol{X}(m, j)-\underline{\boldsymbol{G}} \cdot i]}{\sum_{m} \sum_{j} f\left[\boldsymbol{X}(m, j)-\underline{\boldsymbol{G}}^{\cdot} \cdot\right]} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{k}^{2}(i)=\frac{\sum_{m} \sum_{j}\left(\boldsymbol{U}_{k}(m, j)-\left\langle u u_{k}(i)\right\rangle\right)^{2} f[\boldsymbol{X}(m, j)-\underline{\boldsymbol{G}} \cdot i]}{\sum_{m} \sum_{j} f[X(m, j)-\underline{\boldsymbol{G}} \cdot i]} \tag{4}
\end{equation*}
$$

where:
$-\underline{\boldsymbol{G}}=\left(\begin{array}{ccc}\Delta x & 0 & 0 \\ 0 & \Delta z & 0 \\ 0 & 0 & \Delta z\end{array}\right)$ is the spatial discretisation tensor;
$-\underline{i}=\left(\begin{array}{l}i_{x} \\ i_{y} \\ i_{z}\end{array}\right)$ is the vector of the discrete co-ordinate on the grid,
$-f$ is a filter function of the distance between the position of the particle and a grid node; as example $f$ can have a rectangular or Gaussian shape with given amplitude.

Furthermore, Lagrangian statistics, such as mean velocity and auto-correlation of a steady (in an Eulerian sense) ergodic phenomenon, are obtained by averaging samples from all the trajectories reaching a given location. The mean velocity is expressed as

$$
\begin{equation*}
\langle\boldsymbol{U}(i, n)\rangle=\frac{\sum_{m} \sum_{j} \boldsymbol{U}(m, j+n) \cdot f[\boldsymbol{X}(m, j)-\underline{\underline{\boldsymbol{G}}} \cdot i]}{\sum_{m} \sum_{j} f[\boldsymbol{X}(m, j)-\underline{\underline{\boldsymbol{G}}} \cdot i]} \tag{5}
\end{equation*}
$$

the summation is limited to the trajectories long enough for the final time to fulfil the condition

$$
\begin{equation*}
j f_{m} \geq j+n \tag{6}
\end{equation*}
$$

The Eulerian steadiness implies that the summation on the right side of (5) does not depend on the initial time, nevertheless, the Lagrangian average can be time dependent.

The Lagrangian correlation can be evaluated with the following relation:

$$
\begin{equation*}
R_{r s}(i, n)=\frac{\sum_{m} \sum_{j} U_{r}(m, j) \cdot U_{s}(m, j+n) \cdot f[\boldsymbol{X}(m, j)-\underline{\underline{\boldsymbol{G}} \cdot i]}}{\sum_{m} \sum_{j} f[\boldsymbol{X}(m, j)-\underline{\underline{\boldsymbol{G}} \cdot i]}} \tag{7}
\end{equation*}
$$

The Lagrangian correlation coefficient is obtained by normalizing $R_{r s}(i, n)$ by the velocity variance at location $i$ :

$$
\begin{equation*}
r_{r s}(i, n)=\frac{R_{r s}(i, n)}{\sigma_{r}(i) \cdot \sigma_{s}(i)} \tag{8}
\end{equation*}
$$

In a Lagrangian framework, the large scale characteristics of the fluid motion are described by the integral Lagrangian time scale. In a non-homogeneous turbulent flow, such as that indicated in this study, some authors state that the integral of the auto-correlation coefficient is not the Lagrangian integral time scale (Thomson, 1987). Nevertheless, the above defined scale plays a fundamental role in Lagrangian stochastic models of particle dispersion as well as in the case of strong inhomogeneities of the turbulence (Monti and Leuzzi, 1996). From a theoretical point of view, it is defined as the integral of the auto-correlation coefficient, and for a discrete time series it is

$$
\begin{equation*}
\tau_{L, r}(X)=\Delta t \cdot \sum_{n=0}^{\infty} r_{r r}(X, n) \tag{9}
\end{equation*}
$$

As a matter of fact, confidence in the evaluation of the auto-correlation decreases strongly with the time interval $n$ because the number of relevant trajectories decreases dramatically. Therefore, in order to represent the integral properties of the phenomenon, the $1 / e$ scale $T_{L, r}$, has been chosen (Deadorf 1970; Hanna, 1981). It is defined as the time lag at which the auto-correlation coefficient is reduced to the $1 / e$ value. As a consequence it is computed by taking into account only values of the auto-correlation for small, positive time lags, where the confidence is still high due to the large number of long enough trajectories.

The transport properties of the phenomenon can be investigated by a statistic that is in between the Lagrangian and Eulerian frameworks: the transilient matrix (Stull, 1993). In general, a stochastic process is completely defined by the probability density, $p\left(X_{1}, t_{1}, X_{2}, T_{2}\right)$, of particles starting at time $t_{1}$ at location $X_{1}$ and reaching location $X_{2}$ at time $t_{2}$, that is a function of 8 independent variables. If the flow field can be assumed to be steady and horizontally homogenous, the probability is only function of five independent variables. $p\left(z_{1}, z_{2}, t_{2}-t_{1}, x_{2}-x_{1}, y_{2}-y_{1}\right)$. Integrating the latter over the horizontal displacements, $\delta x=X_{2}-x_{1}, \delta y=y_{2}-y_{1}$, yields the probability that a particle moves from a height $z_{1}$ to another height $z_{2}$ in a given time interval $\delta t=t_{2}-t_{1}$ :

$$
\begin{equation*}
\operatorname{tr}\left(z_{1}, z_{2}, \delta t\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p\left(z_{1}, z_{2}, \delta t, \delta x, \delta y\right) d(\delta x) d(\delta y) \tag{10}
\end{equation*}
$$

This statistic is neither Eulerian because the starting location of particles is considered, nor Lagrangian because the statistic is not computed along the trajectories. In the case of discretised height, it is a two-dimensional array function of the time lag $\delta t$, whose indexes indicate the source and destination levels.

## 3. Image Acquisition and Processing

In all the experiments analysed in this work the velocity is very small (less than $1 \mathrm{~cm} / \mathrm{s}$ ). Using a standard CCD videocamera ( 25 Hz frame rate), seeding particles did not move significantly from one frame to the subsequent, and the single exposure tracking technique could be used. In each experiment the thickness of the light sheet is chosen thereby taking into account the out-of-plane velocity value in order to track each particle for a time greater than the characteristic integral time scale.

The image acquisition and analysis procedure requires the following steps (Querzoli, 1996):

- The images are acquired by a CCD video-camera and recorded on tape by a video-recorder. During acquisition a frame code is inserted by an animation controller in order to identify each single frame acquired during the subsequent procedure.
- (by means of the animation controller) The frame at given time interval is automatically reached on the tape and digitised by a frame grabber on a $512 \times 512$ pixels $\times 256$ grey levels array. The entire procedure is automatically controlled by a personal computer.
- The digitised frames are thresholded and centroids of the particles are computed and stored together with a time information. Only the resolution of the digitised frame, not the seeding particle dimension, affects the accuracy of measuring its positions since the the centroids of their images on the frame are considered. This accuracy is of order of the image distance that can be acquired with one pixel.
- The trajectories are recognised by looking for time-ordered centroids series that accomplish the following requirements (Fig. 1):
- The maximum distance between two particle locations must be less than a given value $D$ (i.e., a maximum velocity assumed for the flow).
- The maximum difference between two successive displacements must be smaller than a second, given parameter $e$ (i.e., a maximum acceleration assumed for the flow).
-A trajectory must consist of at least three particle locations.


Fig. 1. Particle tracking of single-exposed images. Numbers indicate the time of acquisition of the particle cetroid locations

The choice of the parameters $D$ and $e$ is crucial. if their values are too small high-speed particles are not tracked. On the other hand, if they are too large a significant number of errors occur during the trajectory reconstruction. Figure 2 shows an example of an acquired and elaborated image.


Fig. 2. A sequence of superimposed images and trajectories recognised by PTV.

## 4. Staturated Porous Media

In order to simulate the solid matrix of a porous medium, a rectangular tank was filled with glass cylinders containing bars of diameters $d=1.0 \mathrm{~cm}$ broken into pieces of a length equal to $1-3$ times their diameter (Cenedese and Viotti, 1996). The porosity ( $n$ ) of the solid matrix obtained by randomly positioning the grains were 0.33 . The bottom of a $10 \mathrm{~cm} \times 10 \mathrm{~cm} \times$ 50 cm perspex tank was connected by means of a pipe and a peristaltic pump to a vessel containing the liquid used to fill the interstices.

The vessel was filled by means of the peristaltic pump and then emptied by reversing the pump direction. During this second phase the images were acquired. To obtain optical access, the solid matrix and the liquid phase were chosen with the same refraction index (Matching Index Technique). Pyrex glass was used for the solid matrix, and fluid glycerol was found to be suitable. The high dynamic viscosity of glycerol at experimental temperature has allowed the use of micrometric air bubbles as tracers. By lighting a large portion of the test section ( $10 \mathrm{~cm} \times 9 \mathrm{~cm}$ ) by a 4 cm thick light sheet and filming it, it was possible to follow the trajectory of each particle for a relatively long time and so yield a Lagrangian description of the motion.

The Lagrangian approach has allowed analysis of the statistical parameters characteristic of the hydrodynamic field, such as the correlation coefficient of the velocity, the displacement covariance and the probability density function of both velocity and displacements. The acquisition carried out under the same experimental conditions (same velocity filtration) were grouped together (series).

Probability density functions (pdf) of the fluctuations of the velocity components ( $U_{i}$ ) were evaluated in a Lagrangian description of the motion for the images (large field) acquired under the same experimental conditions where in suitable conditions of steadiness and homogeneity were met. The high sample number (for every series the number of samples ranged between 70,000 and 200,000 ) together with the constraints imposed on image elaboration assured the limitation of possible error in trajectory reconstruction. The number of samples needed to achieve the steadiness of the statistics turned out to be about 20,000 .

The distribution function for the longitudinal velocity fluctuation component (Fig. 3) definitely shows a nonsymmetrical shape with a marked positive skewness. A chisquared goodness-of-fit test suggested that the data can be well approximated by a long normal density distribution. (Dagan, 1989). Figure 3 shows the excellent matching of experimental data with $\log$ normal distribution. It is remarkable that the absence of symmetry in the longitudinal component of the velocity is also shown by recent numerical analysis of flow in heterogenous porous formations characterized by a relatively high degree of heterogeneity for the 2D case (Bellin et. al., 1992) and for the 3D case (Levine et. al., 1992).

The pdf of the transversal velocity fluctuation component is consistently symmetrical as shown in Fig. 4 (skewness is limited to -0.53 and 0.29 for all experiments). The data do not, however, display Gaussian behaviour since the kurtosis values are between 4 and 9 for the whole series.


Fig. 3. Pdf of the longitudinal velocity fluctuation compoment, series $1 \mathrm{Re}=0.032$; series 2 $\mathrm{Re}=0.026$; series $3 \mathrm{Re}=0.039$; series $4 \mathrm{Re}=0.056$.


Fig. 4. Pdf of the transversal velocity fluctuation component.

Remarkable differences between the longitudinal and transversal pdfs are significant. The transversal component can be considered a random process which rapidly becomes uncorrelated and reaches a symmetrical distribution with zero skewness, which is not, however, Gaussian. The longitudinal velocity component pdf, on the other hand, has a log normal distribution as a result of local porous geometry.

The hypotheses used to analyse the dispersion process are those of statistical stationarity and homogeneity of the velocity field. Figures 5 and 6 show the autocorrelation coefficients. The evaluated cross-correlation coefficients oscillated around zero in all cases.

The high number of velocity vectors available derived from the analysis of more than 1800 images, coupled to the different experiments carried out under the same conditions, has permitted us to describe the statistical quantities of interest in terms of ensemble average.

Due to the fluctuations that were present in correspondence with higher travel times (caused by the low sample number), the Lagrangian integral scales were determined when the correlation coefficient assumed the $1 / e$ value. Analysis of the results revealed, as expected, that lower values of the integral scale corresponded to higher filtration velocities. The experimental results showed that the velocity correlation held for lengths smaller than the typical grain sizes.

In the case of the velocity field homogeneity, the dispersion coefficient $\left(D_{i j}\right)$ to be used in a diffusion equation is given by the following relation (Einstein, 1905; Taylor, 1921; Monin and Yaglom, 1971).

$$
\begin{equation*}
D_{i j}=\frac{1}{2} \frac{d C_{i j}(\tau)}{d \tau} \tag{11}
\end{equation*}
$$

with $C_{i j}$ the covariance of the particle displacements.

$$
\begin{equation*}
C_{i j}=\left\langle Y_{i}^{\prime}(m, \tau) \cdot Y_{j}^{\prime}(m, \tau)\right\rangle \tag{12}
\end{equation*}
$$



Fig. 5. Longitudinal velocity component autocorrelation coefficient.


Fig. 6. Transversal velocity componet autocorrelation coefficient.

Where:

$$
\begin{align*}
& \boldsymbol{Y}_{i}^{\prime}(m, \tau)=\boldsymbol{Y}(m, \tau)-\langle\boldsymbol{Y}(m, \tau)\rangle  \tag{13}\\
& \boldsymbol{Y}(m, \tau)=\boldsymbol{X}(m, \tau)-\boldsymbol{X}(m, 0)=\int^{\tau} \boldsymbol{U}(m, t) d t \tag{14}
\end{align*}
$$

The relation (11) is in reality only valid if the particle displacement pdf is Gaussian or at least can be considered very similar to Gaussian (Monin and Yaglom, 1971). The obtained results for both the displacement tensor components, showed that the Gaussian pdf is reached for travel times longer than many integral scales, however, the use of the relation (11) for short travel times (if compared with the integral scales) may provide indications on plume behaviour from immission onwards. Figures 7 and 8 report the trend of the evaluated hydrodynamic dispersion components for different velocity filtration. The figures show the agreement with theories concerning the behaviour of dispersion coefficient over travel time (Monin and Yaglom, 1971; Dagan, 1989). In fact, the components start from null value and increase with time to an asymptotic value which is independent of time. Analysis of the asymptotic values shows clearly that there is an anisotropy in agreement with most of the experimental data and the theoretical models (Dagan, 1989).


Fig. 7. Longitudinal component of the dispersion coefficient.


Fig. 8. Transversal component of the dispersion coefficient.

The constancy in time of the values of the components seems to be reached in faster time for the transversal component and after longer times for the longitudinal component. The asymptotic value of the longitudinal dispersion coefficient can be related directly to the average filtration velocity and to a length characteristic of the medium generally chosen as the grain length (Hulin and Salin, 1987; Charlaix et al., 1987). The experimental results suggest that the Lagrangian integral scale can be suitably chosen as a such "characteristic length."

## 5. Atmospheric Convective Boundary Layer

The atmospheric convective boundary layer generated by solar radiation on the soil in the late morning and early afternoon of a sunny day (above a flat terrain) was simulated by a convection chamber filled with water. The mean wind was assumed absent or very light, so that the mechanical production of turbulent kinetic energy is small compared to the buoyant production. Under these conditions, the heating of the soil generates a convective layer that is bounded from above by a thermally stable layer, namely the capping inversion, that is slowly eroded by entrainment into the lower turbulent layer.

The following steps are performed during each experiment (Fig. 9):

- The tank is filled up to 10 cm with ambient temperature water;
- A second layer, 10 cm high, of hot water ( 20 ; higher than ambient temperature) is stratified above the first one to generate a thermally stable zone that simulates the Capping Inversion of the atmosphere;
- After about 5 minutes that the heating at the lower surface has been applied (simulating the solar heating of the soil), the turbulent convection is completely developed and acquisition starts.


Fig. 9. Sketch of the convection chamber and heating system.

The comparison with atmospheric phenomena and convection occurring in the water tank is possible by using the similarity proposed by Deardorff (1970). It is assumed that the scaling parameters are the convective velocity,
$w^{*}=\sqrt[3]{g \alpha q_{s}} z_{i}$, the height of the convective layer $z_{i}$ and the convective time $t^{*}=z_{i} / w^{*}$ where $g$ indicates the acceleration of gravity, $\alpha$ the thermal expansion coefficient, and $q_{s}$ the kinematic heat flux at the surface. The results that were presented in non-dimensional form throughout this scaling are not dependent on the particular conditions of the experiment. As a consequence, the non-dimensional Eulerian statistics do not vary with time provided that convection is fully developed. It was observed that, 5 mins after the heating has been applied, the vertical profiles of Eulerian non-dimensional statistics obtained from the data sampled during the different time intervals do not vary anymore (Cenedese and Querzoli, 1994). As a consequence the phenomenon was considered quasi-steady after that time.

Due to the dimension of the measuring volume and to errors during the tracking, the number of recognised trajectories decreases rapidly in their length. This is shown in Fig. 10 where the probability density of trajectory length is presented as a function of the non-dimensional time.

In an Eulerian frame of reference, the phenomenon is steady and the probability density distribution of the vertical velocity is not symmetrical, with a slightly negative mode (Fig. 11). Because the convective boundary layer is characterised by small and intense updrafts and large but slow downdrafts (Deardorff and Willis, 1985; Stull, 1988; Hunt et al, 1988).


Fig. 10. Probability density distribution of trajectory length as a function of the non-dimensional time.


Fig. 11. Probability density distribution of the nondimensional vertical velocity.


Fig. 12. Mean vertical velocity as a function of time in the Lagrangian reference frame at $z / z_{i}=0.25$ (solid line), $z / z_{i}=0.55$ (dashed line), $z / z_{i}=0.75$ (point-dashed line).

The Lagrangian mean vertical velocity, at three different level, is presented in Fig. 12 as a function of the nondimensional time.

Although the phenomenon is steady from the Eulerian point of view, this is not the case in a Lagrangian framework. The mean velocity varies with time because this statistic is evaluated along the trajectories of particles that move around within the layer and different conditions. Only the asymptotic limit is zero, that is as far as the velocities are completely uncorrelated. The mean velocity of particles starting close to the ground increases for short times because they cross layers with higher velocity, and an opposite trend is observed for the particles starting close to the capping inversion.

The non-symmetry of the Lagrangian auto-correlation coefficient, plotted in Fig. 13 at three different heights, confirms the Lagrangian non-steadiness of the phenomenon. Since the normalisation of the correlation coefficients is done by means of the Eulerian variance at the starting level of the trajectories, they are not defined less than one as in the case of classical Eulerian coefficients; nevertheless, in this way the original shape of the function is preserved.

The different behaviour of the hot updrafts and cold downdrafts has been pointed out by the conditional sampling. The ensemble of trajectories has been divided into two sets: the first one includes trajectories that initially move upwards, and the second one includes trajectories that initially move downwards. Statistics have been computed separately for the two sets (Fig. 14).

The correlation coefficient of the vertical velocity is not maximum for a zero time lag: particles rising from the lower part of the layer $\left(z / z_{i}=0.25\right)$ exhibit a maximum correlation for a slightly positive time lag since they are slow in the proximity of the surface and accelerate through the whole depth of the layer. On the contrary, descending particles found in that region decelerate as they get closer to the lower surface and exhibit the maximum correlation at a negative time lat. This behaviour is not apparent at mid-height $\left(z / z_{i}=0.55\right)$ where no sudden changes in particle velocity are imposed by close boundaries. In the upper part of the layer $\left(z / z_{i}=0.75\right)$ symmetrical behaviour is observed. Due to the presence of the capping inversion, ascending particles decelerate, and their correlation is a maximum for slightly negative time lags. Descending particles, however, accelerate and exhibit the maximum correlation for a positive time lag.

According to this behaviour, the $1 / e$ Lagrangian time scale, $T_{L}$, of the vertical velocity, computed for positive time lags (Fig. 15), increases with height for the updrafts since this scale is related to the time taken by the particles to reach the capping inversion.


Fig. 13. Lagrangian auto-correlation coefficient of the vertical velocity at three different heights.


Fig. 15. 1/e time scale of the updrafts (solid line) and downdrafts (dashed line) as a function of the nondimensional height.

However the behaviour of the descending particle $1 / e$ time scale is different since, in this case, the scale is related to the time that particles take to reach the lower surface. The downdraft time scales are generally larger than the updraft ones because they are characterised by lower velocity, according to the probability density distribution shown in Fig. 11.

A more detailed description of the mixing process can be obtained from the analysis of the transilient matrix. Assuming horizontal homogeneity, and dividing the investigation field into layers, this matrix represents the fraction of fluid advected from one layer to another in a given time interval. Its first index shows the destination level of mixing and the second the source level. In Fig. 16 the transilient matrix is presented for four time intervals; the rows of the matrix are plotted in reverse order to have the height axis increasing upwards. The elements of the main diagonal indicate the fraction of fluid that does change layer in the given time. For small time intervals mixing is concentrated close to this zone since particles have not time to mix. As time increases, larger and larger zones of the matrix are affected by mixing and have nonzero values. For times larger than $t_{*}$ all the convective layer is mixed $\left(z / z_{i}<1\right)$ whereas the high values of sources and destinations larger than $z_{i}$ remain concentrated close to the main diagonal, giving the evidence that the capping inversion does not participate in the mixing phenomena and pollutants are confined in the convective layer.


Fig. 16. Transilient matrix at different time intervals.
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